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Forecasting Time Series: Final Project 2 

 
Data Set Used:  

JP Morgan (A) China Fund  
 

Data used is a 5 year time span, daily increments of closing NAVs from 11/9/2015 to 11/9/2020, data 
taken from JP Morgan, amounting to a total of 1236 data points: Link 

 

 
 
Preliminarily, the LogNAV is non-stationary and the FirstDiff (of the logs) is approximately stationary, 
with a lot of white noise but no clear signs for level-dependent volatility. 
 
 

 

 
 

https://am.jpmorgan.com/be/en/asset-management/adv/products/jpm-china-a-acc-usd-lu0210526637#/overview


As per the ACFs and PACFs of both the first differences and the LogNAVs, a possible (3,1,3) ARIMA is 
predicted; this is despite the fact that there seems to exist significant spikes at lag 6.  
 

 
 

As per the AICc calculations, the best model is the (0,1,3) with a constant.  
 
From this model, these are the final parameters:  
 
xt-xt-1=εt-0.0045εt-1+0.0328εt-2+0.0898εt-3+0.000742 
 
Assuming:  
Xt here is the price of the fund at time t.  
 

 
 
 
 
 
 
 
f 1235,1 = 4.30541 
 
As shown here, the forecast from 1235 for period 1236 is not entirely accurate, slightly understating the 
actual value (albeit falling within the 95% confidence interval). 
 

 
^ Time Series/ACF/PACF of RES1 



 
^ Time Series/ACF/PACF of SQRRES1 (squared) 
 
Residuals are approximately uncorrelated and squared residuals are not uncorrelated with each other, all 
in all indicating that residuals are conditionally heteroskedastic.  

 
 
According to the AICc process of selecting the best 
model for the residuals (on R), the GARCH(1,1) model 
is the most suitable.  
 
GARCH(1,1):  
ht+1=2.854e-06 + 7.12e-02εt + 9.15e-01 ht 
 
Unconditional variance as per a0/[1-(a1+b1)]: 
0.0002073 

 
 

 
 
 
The GARCH(1,1) summary are as follows: 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



The one-step forecast, aforementioned and calculated, was f1235,1 = 4.30541. 
 
H1236 = 2.854e-06 + 7.12e-02εt

2 + 9.15e-01h1235  
= 2.854e-06 + 7.12e-02*0.0007422 + 9.15e-01*0.0002173352 
= 0.0002017549 
 
Lower Bound = f 1235,1 - |z0.025| * (h1236)

0.5 = 4.30541 - 1.96 * 0.00020175490.5 = 4.27757 
Upper Bound = f 1235,1 + |z0.025| * (h1236)

0.5 = 4.30541+ 1.96 * 0.00020175490.5 = 4.33325 
 
Combined, this is a 95% confidence forecast interval of (4.27757,4.33325)  
 

 
 
In comparison to the previous ARIMA(0,1,3) 95% prediction interval of (4.27818,4.33264), the one with 
an added GARCH(1,1) has a forecast interval of (4.27757,4.33325), which is actually wider than the 
ARIMA(0,1,3) by 0.00122. This means that the volatility now is slightly higher than the 5 year average.  
 
The 5% percentile of the conditional distribution of the next period:  
Q5% = f 1235,1 - |z0.05| * (h1236)

0.5 = 4.30541 - 1.64 * (0.0002017549)0.5  = 4.282115 
 
With the current price of 75.76 (NAV) and a natural log of 4.32757, it effectively falls within the 95th 
confidence prediction interval for both the ARIMA(0,1,3) and the ARIMA(0,1,3)+GARCH(1,1). This 
signifies that the range can fully encapsulate the data, but the volatility is an issue, as it falls close to the 
upper bound (might be a little too narrow).  
 
After exporting the conditional variances into Minitab: 
 

 
 
In comparison to the LogNAVs, the periods of higher volatility generally match for both time series plots, 
especially in regards to point 60, 744 and 1100. The volatilities do seem a bit more pronounced in the 
conditional variance graph, which is to be expected, as it measures the higher bursts of volatility.  
 
 



 
^ Plot of LogNAV with ARIMA-GARCH one-step 95% forecast intervals 

 
 
 
 
As shown by the shape of the probability plot 
for ht, the residuals for the ARIMA-ARCH 
model are almost entirely normal (with 
noticeable light tails at the top), indicating 
that leptokurtosis is explained well, to a 
certain degree. 
 
The small p-value claims rejection against 
the null hypothesis.  
 
 

 
 
 
There are a total of 41 errors, amounting to a 3.3% probability of failure. All in all, this maintains the 
hypothesis that the ARIMA-ARCH model is a good fit and predictor for this data set.  


